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1.1 Sampling Distribution of the Mean

Population of units, X
X ~ N(y, 0%)
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of size n of size n
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1.2 Confidence Intervals for Mean (Intuition

Samples from N(10,4)
Sample 1 | Sample 2 | Sample 3 | Sample 4 I Sample 5 | Sample 6
8.879049 12.448164 7.864353 10.852928 8.610586 10.506637

9.539645 10.719628 9.564050 9.409857 9.584165  9.942906
13.117417 10.801543 7.947991 11.790251 7.469207 9.914259
10141017 10.221365 8.542217 11.756267 14.337912 12.737205
10258575 8.888318  8.749921 11.643162 12.415924  9.548458 Sample Means with 95% Confidence Intervals
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Sample Mean Lower CI Upper CI Mean?
1 10.15 8.78 1151 1 0 25 50 [E 100
Sample
2 10.42 8.93 11.90 1
3 9.15 7.82 10.48 1
4 10.64 9.89 11.40 1
5 9.98 8.43 11.53 1
6 10.44 9.22 11.67 1




1.2 Confidence Intervals for Mean

Scenario _________|Assumptions __________|Confidenc nerval for Mear

Known o2, sample size n > 30 No Assumptions due to Central 7 o g
Limit Theorem! = malz m

Unknown o2 and large n (n > 200) Population is (approximately) S, 5
normal — 2w

Unknown a2 and smalln (n < 200) S



Exercise. a) Compute the Standard Error of the Mean for the Normal Group

Pulmonary Disease

The data in Table 6.10 concern the mean triceps skin-fold
thickness in a group of normal men and a group of men with b) Whatis an Unbiased Estimator of the Population Mean?
chronic airflow limitation [5].

TABLE 6.10 Triceps skin-fold thickness in normal c)  Whatis an Unbiased Estimator of the Population Variance?
men and men with chronic airflow

limitation d) Compute a 95% Confidence Interval for the Mean of the Normal Group
Group Mean sd n
Normal 1.35 0.5 40
Chronic airflow limitation 0.92 0.4 32

e) Compute a 90% Confidence Interval for the Mean of the Normal Group
Source: Adapted from Chest, 85(6), 585-59S, 1984.

Confidence Interval
for Mean

Known o2, sample No Assumptions due o

. o Xt 2z1qp—F—
slzz = 2 oLl L vn f)  Compare the 90% vs. 95% Confidence Intervals. Which one is larger, and what
Theorem! . .
does that tell you about the precision of the estimate?
Unknown o2 and large  Population is Fde 5
n (n > 200) (approximately) = A-elz m
normal

S
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X+tt, 11— ——
n-11-a/2 —
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2.1 The Binomial Distribution

A binomial random variable counts the number of “successes” in the n
independent trials, where each trial has a probability p of success

X ~ Binomial(n,p)
n!

where P(X = k) = (Z)pk(l — p)" % where (Z) = k!(n;k)! or “n-choose-k”

Conditions:

1. Experiment consists of n identical and independent (iid) trials

2. Dichotomous outcomes (only two possible outcomes) on each trial
3. Pr(“success”) = p, Pr(“failure”) = 1-p where p is constant
4

Varilable of interest is the number of successes observed during the n
trials



2.1 The Binomial Distribution

A binomial random variable counts the number of “successes” in the n independent trials, where each trial has a
probability p of success

X ~ Binomial(n,p)

where P(X = k) = (Z)pk(l — p)" % where (Z) = k'(:ik)' or “n-choose-k”

Exercise. Letp=0.2and n=5.

(a) What is the Expected Number of Successes?

(b) What is the Variance of Successes?

(a) Compute the Pr(X < 3).




2.2 Normal Approximation to the Binomial
Distribution

What you want to Distribution Confidence Interval
Estimate

Number of Successes X ~ N(np,np(1 —p)) np(l—p) =5
Proportions p o~ N(p,p(ln_p)) where p = %(

Exercise. You obtain a simple random sample of 80 individuals, and 52 report having received a flu shot.
a) Whatis p?

b) Whatis the standard error of p?
c) Whatis the 95% confidence interval for p?

d) Now suppose in a smaller nearby community, where you collect data from 80 individuals, and 12 have received a flu shot. Can you use
the normal approximation to compute a 95% confidence interval? If not, explain why.
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